x TECHNICAL
DOCUMENTATION

lHlumio App for Splunk 4.0 and
Illumio Technology Add-On for
Splunk Integration Guide

>
% 3
CH
-
S =
4 E
=
—
w

T




This guide describes how to install and configure Illlumio App for Splunk and the lllumio Technology Add-On for
Splunk.
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About the lllumio - Splunk Integration

The Illlumio - Splunk integration contains two parts:

e The lllumio Technology Add-On, or TA, which performs metadata collection and event
parsing.

* The lllumio App for Splunk, which provides dashboards and reports to display important
data from the Illumio PCE.

Install the TA to each tier of a distributed Splunk deployment, but install the app only on the
search head or search head cluster:

Component Forwarder Indexer Search Head

Illumio Technology Add- Yes (Heavy Forwarder only) - Yes - index-time fil- Yes - search-time field

On for Splunk data collection and modular tering and transforms extractions and trans-
input forms

Ilumio App for Splunk No No Yes

Specific recommendations for the configuration and topology of a distributed Splunk envi-
ronment are outside the scope of this document. See the documentation on Splunk Validated
Architectures for suggestions on topology for distributed deployments.

Supported Splunk Versions

* V4.0.3: Splunk 9.3,9.2, 91, 9.0, 8.2, 81+ PCE 21.5, 22.2, 22,5, 23.2, 23.5, 24.2 X, and SaaS
* v4.0.2: Splunk 9.3,9.2, 91, 9.0, 8.2, 81+ PCE 21.5, 22.2, 225, 23.2, 23.5, and SaaS
* v4.0.1: Splunk 91, 9.0, 8.2, 81+ PCE 215, 22.2, 22.5,23.2, and SaaS

o IMPORTANT

Version 4.0.2 consists of TA-Illumio version 4.0.2 and lllumio App for Splunk
version 4.0.1.

Splunk Common Information Model (CIM) versions 4.x and 5.x are supported.



https://docs.splunk.com/Documentation/SVA/current/Architectures/Introduction
https://docs.splunk.com/Documentation/SVA/current/Architectures/Introduction
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About lllumio Event Data Collection

The following diagram describes how Illumio event data is collected for On-Premises deploy-
ments:

Time-Series Events

Splunk sourcetypes

& splunk'> illumio:pce
illumio:pce:collector

Syslog Port

Illumio metadata

m Northbound AP goes now into

lookups after v.4.x
Front End HTTPS T

Management Port Lookup definitions

Lookups » Lookup definitions

Showing 1-9 of 9 items

App  lllumio Add-on for Spl.. = Configuration

The following diagram describes how [llumio event data is collected for Cloud deployments:

Time-Series Events

Splunk sourcetypes
illumio:pce
illumio:pce:collector

Splunk Add-on for
Amazon Web Services
(AWS)

lllumio metadata
goes how into
lookups after v.4.x

m Northbound

API
Front End HTTPS
Management Port

Lookup definitions

Lookups » Lookup definitions

Showing 1-9 of 9 items

App  lllumio Add-on for Spl... ~ Configuration

The following diagram describes how often lllumio event data is collected and is then availa-
ble for search:
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How often is
I1lumio
event data

collected ?

—>

Data is
available

Type of PCE
Solution

Sourcetype

Data Input
Mechanism

Frequency (Data availability)

OnPrem

illumio:pce

illumio:pce:collector

Syslog

Real-Time. Not configurable
Illlumio Audit Events are sent to the Syslog Server
as soon as they happen.

Every 10 minutes. Not configurable.
VEN collects Traffic flow logs for 10 minutes and
then sends them to the PCE.

illumio:pce:metadata

API

60 minutes (Default)
Configurable

Saa$

illumio:pce

illumio:pce:collector

Amazon S3
Bucket

Every 15 minutes.
Illumio Audit Events are instantly sent to the S3
bucket but availability of data will depend on
polling interval configuration on Data Input

Every 15 minutes.
Illumio Traffic Flow logs are sent approximately
every 10 minutes from PCE to the S3 bucket but
availability of data will depend on polling interval
configuration on Data Input

illumio:pce:metadata

API

60 minutes (Default)
Configurable
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About the lllumio Technology Add-On for Splunk

The lllumio Technology Add-On for Splunk (TA) pulls data into Splunk and performs data
normalization and enrichment. lllumio event fields are aliased and transformed to be compat-
ible with the Common Information Model (CIM) and used with other Splunk products and
add-ons.

The Illlumio TA defines a custom Illumio modular input that can be configured on a stand-
alone Splunk instance or Heavy Forwarder to retrieve data from the PCE. See Configure the
llumio Technology Add-On for Splunk [24].

The TA receives data from the Illlumio Policy Compute Engine (PCE) in two forms:

* Metadata pulled by the lllumio modular input from the PCE REST APIs

The lllumio modular input pulls lllumio object metadata and status information from the

PCE over HTTPS. The input calls the following endpoints:

- /api/v2/health

- /api/v2/orgs/<org_id>/workload_settings (used to verify the org ID when validating
the PCE connection configuration)

+ /api/v2/orgs/<org_id>/labels

« /api/v2/orgs/<org_id>/workloads

- /api/v2/orgs/<org_id>/sec_policy/active/ip_lists

- /api/v2/orgs/<org_id>/sec_policy/active/services

- /api/v2/orgs/<org_id>/sec_policy/active/rule_sets

* Syslog events forwarded directly from the PCE (on-prem) or pulled using a third-party
add-on as described in the document (SaaS)

Sourcetypes

The Illlumio modular input writes to a user-configured Splunk index and predefined source-
types:

Sourcetype Description

illumio:pce Contains PCE auditable events written to Syslog.
illumio:pce:health Contains PCE system health events.
illumio:pce:collector Contains PCE network traffic flow events.

Distributed Splunk Architecture

Install the lllumio Technology Add-On for Splunk on each tier of a distributed Splunk installa-
tion. For more information, see Where to install add-ons.


https://docs.splunk.com/Documentation/AddOns/released/Overview/Wheretoinstall
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Heavy Forwarder: Configure lllumio modular input instances and TCP receivers to retrieve
PCE data and forward it to the indexer/indexer cluster.

Indexer: Install on the indexer/indexer cluster to perform index-time filtering and transforma-
tions, including stripping the Syslog prefix for JSON-formatted events.

Search head: Install on the search head/search head cluster to perform search-time transfor-
mations, such as lookups, field extractions, and field aliasing.

Field Extractions

The custom Illumio sourcetypes define field extractions to enhance event data at search time.
Extractions and aliases modify field names and values for CIM compatibility as shown in the
following table:
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Table 1. CIM Mapping

Sourcetype CIM Data Model Tags CIM Field lllumio Field
illumio:pce Authentication authentication action "success” or "fail-
ure”
app "illumio_pce”
src action.src_ip
user resource.user.user-
name
OR notifications.in-
fo.*user.username
src_user cre-

ated_by.user.user-
name

All Change

change

change_type

same as ob-
ject_category

dest pce_fadn

dest_host pce_fgdn

object object name or
value

object_cate- object type (such

gory as workload or
rule_set)

object_id object HREF

src action.src_ip

status status

user cre-
ated_by.user.user-
name

user_name alias for user

vendor_prod- "illumio:pce”
uct
src_user cre-
ated_by.user.user-
name
Network Changes change network action "modified”
Auditing Changes change audit action "created”, "upda-
ted", or "deleted”
Account Management change account action "created”, "upda-

ted", "deleted", or
"modified”

10
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Sourcetype CIM Data Model Tags CIM Field lllumio Field
user resource.user.user-
name
OR notifications.in-
fo.*user.username
illumio:pce:collector Network Traffic network communi- action "allowed", "poten-
cate tially-blocked",
"blocked", or "un-
known"
app "illumio_pce"
bytes tbi + tho
bytes in tbi
bytes_out tbo
dest dst_ip
dest_ip dst_ip
dest_host dst_hostname
dest_port dst_port
direction "inbound”, "out-
bound”, or "un-
known"
dvc pce_fgdn
protocol_ver- version
sion
src src_ip
src_ip src_ip
src_host src_hostname
transport proto
user un
vendor_prod- "illumio:pce”

uct

Workload Quarantine Action

The Illlumio Technology Add-On for Splunk provides a scripted alert action to move a work-
load into a configured quarantine zone. You must first define the policy and labels for the
quarantine zone on the PCE.

This action takes the following parameters:

1
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* workload_href: The PCE workload HREF of the workload to move into quarantine.
* pce_fgdn: The fully qualified domain name of the PCE
* org_id: The PCE organization ID. (Defaults to 1)

When triggered, the alert action script looks up the modular input matching the given
pce fgdn and org_id and uses the configured PCE connection details when updating the

specified workload.

NOTE
For the action to run successfully, the APl key configured for the input must
have write permissions for the workloads.

Manually Trigger Quarantine

Run the following search from the Splunk Ul to quarantine a workload with a specified HREF:

| makeresults 1 | sendalert illumio_quarantine param.workload href="/orgs/1/

workloads
/00f13a7b-0386-4943-a96c-cfd71d4096dd" param.pce_fqgdn="my.pce.com"

param.org_id=1

12
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About the lllumio App for Splunk

The lllumio App for Splunk integrates with the lllumio Policy Compute Engine (PCE) to
provide security and operational insights into your lllumio secured data center. A dashboard
view displays an overview of the security posture of the data center.

With improved visibility of east-west traffic, Security Operations Center (SOC) staff can de-
tect unauthorized activity and potential attacks from traffic blocked by Illumio segmentation
policy on workloads in "Enforcement” mode. Additionally, the Illumio App for Splunk provides
visibility into potentially blocked traffic for workloads in "Test” mode. SOC staff can quickly
pinpoint potential attacks and identify workloads with a significant number of blocked flows.

Distributed Splunk Architecture

You only need to install the app on the search tier of a distributed Splunk installation.

Dashboards

The Illlumio App for Splunk provides multiple dashboards to display important data from the
Hlumio PCE.

Security Operations Dashboard

The Security Operations dashboard provides an overview of the PCE security posture, allow-
ing Splunk admins to monitor the state of the network at a glance.

Security Operations Edit || Export v
Time Range PCE Org ID Policy Decision

Last 60 minutes - H demotest5.ilabsio v ‘x] | Al - l | Al - l m Hide Filters

Audit Events Port Scan Events Firewall Tampering Events

84 60 18

Most Trafficked Workloads Most Trafficked Services
Display Display

138 UDP

1900 UDP

7680 TCP 1066
1029

23
2221

¢ 7 vor I 52
§ oo I <2
5353 uor | ;s:
21027 00> | 7o
P ™

0 250 500 750 1000 1250 1500 1750 2000 2250 2500 2750 3,000 3250 3500 s3upe [ e
Flow Count o

1,000 1250
I inbound Flows Il Outbound Flows Flow Count

Traffic Flows

Time
I alowed MM potentially-blocked M unknown
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The Port Scan Events and Firewall Tampering Events panels drill down into detailed views
of potentially compromised workloads. From these views, you can investigate the triggering
events and gquarantine the devices using the Illlumio Quarantine alert action.

@ NOTE
Only users with the /llumio_quarantine _workload role can trigger the quaran-
tine action. Also, note that when the Illumio Quarantine action is performed,
the workload will lose all labels and the action will apply the labels that were
originally configured on the Illumio Data Input. Th past labels are overwritten
to avoid triggering policy rules and to maintain the Quarantine action.

Firewall Tampering Host Edit || Export v

Hostname lookup may result in multiple records. Please select the hostname to investigate or quarantine.
Timestamp * PCE ¢ OrgiD#  Labels Hostname & Quarantine ¢

2023-11-08 09:03:00 PST demotest5. ilabs.io 1 Physical:Physical scanner-2.i1lunio. con
role:scanner Quarantine Workload
app:Network Scanner
loc:Dallas
env:Production

2023-11-08 09:08:00 PST demotest5. ilabs.io 1 Physical:Physical scanner-1.i1lumio. con
role:scanner Quarantine Workload
app:Network Scanner
loc:Dallas
env:Development.

2023-11-08 09:10:00 PST demotest5. ilabs.io 1 Physical:Physical scanner-3.illumio.com
role:scanner Quarantine Workload

app:Network Scanner
loc:Dallas
env:Production

PCE Operations Dashboard

NOTE

The PCE Operations dashboard is only available for On-Premises deploy-
ments.

The PCE Operations dashboard shows the status of the PCE cluster. The top panels provide
an overview of the whole cluster state, including the Unix run level, service statuses, and
policy database metrics.

See the PCE Administration Guide for your version of the Illumio PCE for detailed explana-
tions of these metrics.



llumio App for Splunk 4.0 and Illumio Technology Add-On for Splunk
Integration Guide

PCE Operations (On-Prem Only) EG | | Bpmo
Time Range PCE
Last 72 hours - ‘ [ demotestS.ilabs.io v ‘ X ] m Hide Filters
Cluster Status PCE Run Level
Normal 5
PCE Service Status
52 0 o) o)
Running Stopped Partial Optional Unknown
Policy Database Summary
113 cB oo 17.02% o 2.3% 37
. 0.00 o % 0.06% 196’299,569 D% 37%

Database Size Disk Utilization Vacuum Backlog
. Transaction Max Age

The Node Status, Node Performance, and Disk Latency panels show trellis charts for each
host in the PCE cluster. The dashed yellow and red lines indicate warning and critical thresh-
olds for the tracked metrics, respectively.

Node Status

Normal

Node Performance

demotest5

Disk Latency

The VEN Latency panel provides an aggregate view of heartbeat and policy latency times for
all VENs. The Traffic Flow Ingestion Rate panel shows average traffic flow collection rates to
the PCE.

Finally, the Data Ingestion panels at the bottom of the dashboard show the index volume, in
gigabytes, broken down by sourcetype.

NOTE

Only users with the admin or sc_admin roles can view the data ingestion
panels.

15
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VEN Latency (Average) Traffic Flow Ingestion Rate (Average)
0075 0
, 005 $20
Coos N\ T~ — E 10
3

A

300PM 100 PM 700 AM 300PM 1100 PM 700 AM 300PM 1100 PM 300PM 100 PM 700 AM 300PM 100 PM 700 AM 300PM 1100 PM

SunNov s Mon Nov 6 Tue Nov 7 SunNovs Mon Nov 6 Tue Nov7

2023

— Heartbeat Latency Policy Latency — Collector Summary Rate = Traffic Summary Rate
Data Ingestion Volume In The Last Day Data Ingestion Volume In The Last 30 Days
Date * Index ¢ Source Type ¢ GB: Date? Index * Source Type * GB*
2023-11-07 default illumio:pce 0.005  2023-10-09 default illumio:pce 0.151
2023-11-07 default 1illumio:pce:collector 0.358 2023-10-09 default illumio:pce:collector 7.499
2023-11-07 default illumio:pce:health 0.002 2023-10-09 default illumio:pce:health 0.066
0.365 7.716

PCE Authentication Events Dashboard

The PCE Authentication Events dashboard shows all authentication and authentication-rela-
ted events that were made to the PCE. You can filter events by user, type, and severity.

PCE Authentication Events 2l | |[EEEss
Time Range PCE orgID User
Last 72 hours v l l All v ‘ l All v l l All v ‘ m Hide Filters
PCE Authentication
Include Event Type Exclude Event Type Status Severity Notification Type
All X \ None x ‘ All X All X \ All ‘

PCE Authentication Events

Timestamp * PCE ¢ Event Type * Initiating User Target User & Source IP ¢ Notification Type & Severity ¢ Status &
Wed Nov 8 10:21:28 PST 2023 demotest5.ilabs.io user.pce_session_terminated - test.user@example.com - user.pce_session_terminated info null
Wed Nov 8 09:48:19 PST 2023 demotest5.ilabs.io user.create_session - test.user@example.com FILTERED user.pce_session_created info success
Wed Nov 8 01:42:51 PST 2023 demotest5. ilabs. io user.pce_session_terminated - test.userexanple. com - user.pce_session_terminated info null
Wed Nov 8 01:38:52 PST 2023 demotest5.ilabs.io user.pce_session_terminated - test.user@example.com - user.pce_session_terminated info null
Wed Nov 8 01:08:22 PST 2023 demotest5.ilabs.io user.create_session - test.user@example.com FILTERED user.pce_session_created info success
Wed Nov 8 01:08:21 PST 2023 demotest5.ilabs.io user.create_session - test.user@example.com FILTERED user.pce_session_created info success
Wed Nov 8 00:40:46 PST 2023 demotest5.ilabs.io user.pce_session_terminated - test.user@example.com - user.pce_session_terminated info null
Wed Nov 8 00:40:46 PST 2023 demotests. ilabs. io user_pce_session_terminated - test.user@exanple. com - user_pce_session_terminated info null
Wed Nov 8 00:08:27 PST 2023 demotest5.ilabs.io user.create_session - test.user@example.com FILTERED user.pce_session_created info success
Wed Nov 8 00:08:18 PST 2023 demotest5.ilabs.io user.create_session - test.user@example.com FILTERED user.pce_session_created info success

[1J2 3 4 5 6 Nes»

Workload Operations Dashboard

The Workload Operations dashboard shows breakdown of managed and unmanaged work-
loads by VEN version, enforcement mode, and operating system. It also shows VEN timeouts
and VEN/workload events over time.
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Workload Operations

Time Range PCE orgID
Last 7 days B [ demotestS.labsio  + ] [ Al
Managed Workloads

196

Managed Workloads by Version

215328533
23210205

22208960

222339157
2255309870

222439197
225209798

225109718

VEN Timeouts

o)

Unmanaged Workloads

Managed Workloads by Enforcement Mode

visibiity_only
full

selective

VEN Event Count By Status

200

Count
3
8

22

Managed Workloads by Operating System

Winx86_64-server

winx@6_64-client

ubuntu-x@6_64-xenial
macoS-universal-monterey
macos-universal-catalina
centosx86_64-80

Thu Nov 2 FriNov3
2023

Workload Investigations Dashboard

SatNov4

Tue Nov7

SunNovs Mon Nov 6

Time
— workload.online

Edit | Export v

centosx86_64-70

Wed Nov e

ThuNov 9

The Workload Investigations dashboard shows a more detailed breakdown of workload met-
adata and events, as well as VEN status and policy synchronization status.

Workload Investigations

PCE orgID

Hostname/IP

Labels

l .

demotest5.labsio v

xl lA" -

| [fanx i Fiters

Please specify either hostname(s) or scope labels. If both hostname and scope labels are specified, then the filter uses AND condition.

VENS by Status

active

Workload Details

Online  Status  Enforcement
Workload PCE ¢ S S Mode *
win10-splunk-03 demotest5.ilabs.io online  active  selective
ns-centos8~ demotest5.ilabs.io online  active  selective
splunk-
02.111unio. com
scanner- demotests.ilabs.io online active  selective

3.illumio. com

Policy Enforcement Mode

visibility_only ful

selective

Labels ¢ 0s =+

win-x86_64-client -
19041.1.and64f re. vb_release.191206-1406 (Windous
10 Pro)

role:Workstations
app:Users
env:Laptops
loc:Endpoints

centos-x86_64-8.0 - 4.18.0-193.e18.x86_64 #1 SMP
Fri May 8 10:59:10 UTC 2020 (Cent0S Linux release
8.5.2111)

Physical:Physical
env:Development
loc:Dallas

Physical:Physical ~ centos-x86_64-7.0 - 3.10.0-1160.88.1.e17.x86_64

role:scanner #1 SMP Tue Mar 7 15:41:52 UTC 2023 (Cent0S Linux
app:Network release 7.9.2009 (Core))

Scanner

loc:Dallas

env:Production

Policy Synchronization Status

unknown

syncing
Policy

VEN Sync

Interfaces + Type ¢ State &

eth32769: 10.8.3.233 endpoint  applied

eth32769:

fe80: :926d: 9ec7:41b6:657d

ens192: 10.6.63.204 server applied

ens192:

e80: : ccb8: 1acd: 3a61: 4df0

ens192: 10.6.133.6 server applied

ens192:

e80: :d7f0:8fda: 6ced: 1072

ens192:

e80::4719:a41d: bb3b: 59d8

ens192:

fe80: :2f2a: df1d: 26b3: bebd

Edit Export v
applied

Policy Updated at
Appliedats ¢
Tue Nov 7 Wed Sep 20
00:05:39 092:36:22
PST 2023 PDT 2023
Thu Nov 9 Wed Sep 20
14:01:22 02:36:22
PST 2023 PDT 2023
ThuNov 9  Wed Sep 20
19:46:42 02:36:22
PST 2023 PDT 2023

The Audit Events table at the bottom of the dashboard highlights the most recent VEN and

workload events on the PCE.

17
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Audit Events
Time Range Event Type Severity Status

Last 60 minutes - [ Al - ] [ Al - Al v
Timestamp & PCE ¢ Workload # Labels ¢

Thu Nov 9 11:53:39 PST 2023

Thu Nov 9 11:51:55 PST 2023

Thu Nov 9 11:46:00 PST 2023

Thu Nov 9 11:42:00 PST 2023

Thu Nov 9 11:42:00 PST 2023

demotest5. ilabs.io

demotest5. ilabs.io

demotest5. ilabs.io

demotest5. ilabs.io

demotest5. ilabs.io

scanner-1.illumio. com

scanner-2. illumio. com

scanner-3. illumio. com

scanner-1.illumio. com

scanner-2. illumio. com

Traffic Explorer Dashboard

Physical :Physical
role:scanner
app:Network Scanner
loc:Dallas
env:Development

Physical:Physical
role:scanner
app:Network Scanner
loc:Dallas
env:Production

Physical:Physical
role:scanner
app:Network Scanner
loc:Dallas
env:Production

Physical:Physical
role:scanner
app:Network Scanner
loc:Dallas
env:Development

Physical:Physical
role:scanner
app:Network Scanner
loc:Dallas
env:Production

Event Type &

agent. tampering

agent. tampering

agent. tampering

agent. tampering

agent. tampering

Notification Type &

workload. oob_policy_changes

workload. oob_policy_changes

workload. oob_policy_changes

workload. oob_policy_changes

workload. oob_policy_changes

Severity ¢ Status ¢

err

success

success

success

success

success

Ez 3 4 Next»

The Traffic Explorer dashboard displays traffic flows reported from managed workloads or
otherwise uploaded to the PCE. The visualizations show traffic grouped by policy decision,
port, and source/destination.

You can filter traffic by source/destination hostname or IP address, assigned labels, policy
decision, port, and transport protocol.

E NOTE
The Communications Map between Labeled Workloads chart shown below
uses the Splunk Sankey Diagram Custom Visualization app. You must install
the app to render the chart.

Each link in the chart is grouped by source, destination, and destination port. The thickness
of the link represents the relative flow count.
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Please be aware that you will need to install the Sankey Diagram App in order to see the following panel,

Communications Map between Labeled Workloads

Number of links to chart

~ ord-1b02-prd

ord-db01-prd =

pre-web01-prd - ——— e
ast-web01-prd
pos-web06-stg / - el
~ ord-web01-prd
pos-proc02-stg
pos-web01-stg pos-proc03-stg =

POs-proc05-stg =

Pos-proc02-pei
 pre-web03-prd — prc-proc02-prd
pos-db0G-stg

pay-dbo1-prd

- pos-proc03-pci

pos-db02-pci
1 pos=proc06-pci pos-db04-pei-==
cat-web01-prd = cat=proc03=prd cat-db01-prd
e owtowebO7-prd " " cat-db02-prd
swi-web04=prd swi=gw03=prd
” —

- inf-jh02-prd exc-et01-prd
pay-proc05-prd

pay-db04-prd

~ hrm-db02-prd

hrm-db01-prd ==

Change Monitoring Dashboard

The Change Monitoring dashboard shows recent security policy changes, and groups audita-
ble change events (creates, updates, and deletes) by count, resource type, and initiating user.

Change Monitoring e | | BEo
View recent changes made on connected lllumio PCEs
Time Range PCE Org ID Username Resource Types

Last 45 days v I l Al - l Al v I l All - l Al v I m Hide Filters

Latest Policy Changes

Workloads Affected ~ Commit Message

Timestamp + PCE + Username + == Modified Objects =
Mon Oct 9 22:00:45 POT demotests.ilabs.io  test.user@exanple.con 8 created rulesets object ad | Production with HREF /orgs/1/sec_policy/draft/rule_sets/120
2023
Mon Oct 9 19:27:05 PDT demotest5.ilabs.io test.user@example.com 2 created selective_enforcement_rules object Quarantine Block with HREF
2023 /orgs/1/sec_policy/draft/enforcement_boundaries/21
Mon Oct 9 18:53:47 PDT demotest5.ilabs.io  test.user@example.com 218 modified rulesets object Allow syslog with HREF /orgs/1/sec_policy/draft/rule_sets/110
2023
[1J2 3 Next»
Q L i O 3mago
Total Changes Changes by Resource Type Changes by User
Change Type = Counts  Username & Count #
sec_policy 9 test.userGexanple.com 1
sec_rule 6  example.user@example.com 12
updated created workload 5
rule_set ci
user 2

E 2 Next»

deleted

Data Model

The lllumio App for Splunk provides an Illlumio data model that can help to improve search
performance at the cost of disk space by building a limited index of PCE syslog event fields.

NOTE

According to Splunk app guidelines, model acceleration is disabled by default.

The model provides the following objects:
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Name Type Parent Base Search Description

Audit Root event - ilumio_get_index sourcetype="illu- Auditable syslog
node mio:pce” events

Traffic Root event - ilumio_get_index sourcetype="illu- Traffic flow events
node mio:pce:collector”

Status Root event - ilumio_get_index sourcetype="illu- PCE system health
node mio:pce:health” and status events

Status.Policy Child event Status event_source="policy" Policy service events
node

Status.Collector Child event Status event_source="collector"” Collector service
node events

Status.FlowA- Child event Status event_source="flow_analytics" Flow analytics serv-

nalytics node ice events

llumio data model nodes can be referenced using the tstats command

| tstats sum(Traffic.count) AS flows FROM datamodel=I1lumio.Traffic WHERE
Traffic.pce_fqdn="my.pce.com” BY Traffic.timestamp, Traffic.src_ip,
Traffic.dest_ip

Data Model Acceleration

@ NOTE
Enabling or disabling accleration for the Illlumio data model requires the accel-
erate_datamodel capability. The admin or sc_admin roles have this capability
by default.

To enable acceleration for the Illumio data model:

|§ NOTE
If you are using a distributed search head cluster, see Sharing data model
acceleration summaries among search heads to avoid rebuilding the summary
on each search head in the cluster.

Navigate to Settings > Data models.

Select lllumio App for Splunk from the App dropdown menu.
Click the Edit dropdown under Actions for the lllumio data model.
Click Edit Acceleration.

AWN S
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Check the Acceleration toggle in the dialog and adjust the Summary Range and ad-
vanced settings as needed. See the Splunk documentation on data model acceleration for
a more detailed explanation of the individual parameters for configuring acceleration.
Click Save. It may take a while to build the summary for the accelerated model.

Click the arrow to the left of the model name to view the progress in the ACCELERATION
section.

To rebuild the Illumio data model summary:

AWN S

Navigate to Settings > Data models.

Select lllumio App for Splunk from the App dropdown menu.
Click the arrow to the left of the Illlumio data model name.
Click Rebuild under the ACCELERATION section.
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Install the Illumio Splunk Apps

You can install the Illlumio Splunk integration apps in either a distributed or a standalone
Splunk environment.

S NOTE

Recommendations for the configuration and topology of a distributed Splunk
environment are outside of the scope of this document. See About Splunk
Validated Architectures for suggestions on topology for distributed deploy-
ments.

Install the Illumio Splunk Apps in a Distributed Environment

For a distributed environment, install the TA to a Splunk Heavy Forwarder, as well as the
indexer/indexer cluster and search head/search head cluster. Configure the lllumio modular
input to run on the Heavy Forwarder. You need to install on the search head tiers if you want
to use index-time and search-time transforms in the app.

|§ NOTE
You only need to install the Illumio App for Splunk on the search tier.

S NOTE
You cannot install the lllumio Technology Add-On for Splunk on a Universal
Forwarder.

Install the lllumio Technology Add-On for Splunk in a Stand-
alone Environment

The following procedures describe how to install the TA through the Splunk Ul and manually.
Use the following procedure to install the TA through the Splunk Ul.

1. In the Splunk Ul, navigate to the Manage Apps page using the Apps drop-down in the
top-left corner or by clicking the gear icon next to Apps on the Splunk homepage.
Click Browse More Apps, and search for TA-lllumio.

3. Click Install.

.
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4.
S.

Enter your Splunk login credentials when prompted, and then click Agree and Install.
When prompted, restart Splunk.

Use the following procedure to install the TA manually:

AwWN A

owuw

Navigate to the Hlumio-TA app in Splunkbase.
Log in using your Splunk credentials.
Click Download.

Read through and accept the EULA and Terms and Conditions, and then click Agree to
Download.

Transfer the downloaded .tgz or .spl file to the Splunk server.

Install the app manually:

Using the Splunk binary:

$SPLUNK_HOME/bin/splunk install app /path/to/TA-I11lumio.spl
Or by extracting directly under /apps:

tar zxf /path/to/TA-111umio.spl -C $SPLUNK_HOME/etc/apps/
Restart Splunk.
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Configure the lllumio Technology Add-On for
Splunk

After installing the lllumio TA, you will need to configure the Illlumio modular input and a TCP
receiver for Syslog events from the PCE.

Start by creating a PCE API key to use when setting up the input.

Create a User-Scoped API Key

1.

2.
3.

In the PCE, open the user menu drop-down in the top-right corner of the page, and select
My API keys.

Click Add, note the Org ID shown in the dialog, and enter a display name for the key.
Click Create, and then copy or download the API key credentials and store them some-
where secure.

Create a Service Account API Key

The Org ID value is not shown when you create a Service Account key. It is displayed when
you create a User API key, as described in Create a User-Scoped API Key [24].

1.

S NOTE
The Org ID value is not shown when you create a Service Account key. It
is displayed when you create a User API key, as described in the preceding
procedure.

In the PCE, open the Access submenu on the left side of the screen and select Service
Accounts.

Click Add, and enter a display name and one or more Roles to assign to the key. The TA-
llumio Add-On requires only read-only access to policy object endpoints, so the Global
Viewer role should be sufficient.

NOTE

To use the workload guarantine action, the API key that is used for the
input must have write permissions for workloads.

Click Save, and then copy or download the API key credentials and store them some-
where secure.

WARNING

Service Account APl keys have a default lifetime of 90 days. Take note of
the expiration data for your key and replace it before it expires.
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Configure the lllumio Modular Input

ubP 0 + Add new
Listen on a UDP port for incoming data, e.q. syslog.

Scripts 5 + Add new
Run custom scripts to collect or generate more data.

Input 0 + Add new
Go to the add-on's configuration Ul and configure modular inputs under the Inputs menu.

lllumio 0 + Add new
Enable data inputs for splunk add-on for lllumio

N =

Navigate to Settings > Data inputs and find the lllumio input type.

Click the + Add New action to create a new input.

Enter a display name for the input and the connection details for your PCE. Enter the
Organization ID and API key username and secret values copied from the steps above.
(On-prem only) To receive syslog events forwarded from an on-prem PCE, a TCP input
must be configured in Splunk. Setting the Syslog Port (TCP) value will automatically cre-
ate one when the input runs if it does not already exist. The Enable TCP-SSL option de-
termines whether a [tcp-ss/] or [tcp] stanza will be created (See Configure TCP SSL [28]
for more information.)

Adjust any of the remaining parameters as needed. Make sure that the index is set
correctly. (Check the More settings checkbox to display additional settings.) To enable
automated quarantine using the //lumio_quarantine action, specify one or more labels that
make up a quarantine policy scope in the PCE in the Quarantine Labels field.

Click Next. If an error dialog appears, double-check the field values and refer to the
Troubleshooting [41] section.

25



llumio App for Splunk 4.0 and Illumio Technology Add-On for Splunk
Integration Guide

Name *

PCE URL™*

Full URL of the PCE to connect to, including port. Example value:
https://my.pce.com:8443

Organization ID * 1

PCE Organization ID

APl Key Username *

lllumio API key username. Example value:
'api_145a5c788e63c30a3"

API Key Secret *

Confirm API secret *

TCP Syslog Settings

Settings for receiving TCP syslogs from on-prem PCE installations. If a
TCP input with the configured port does not exist, one will be created. If
the input already exists, this setting will have no effect

Syslog Port (TCP)

Port for Splunk to receive syslogs from the PCE. Not required
syslogs are pulled from S3. Example value: 514

Enable TCP-SSL

Receive encrypted syslog events from the PCE. Requires [SSL]
stanza to be configured in inputs.conf

Port Scan Settings

Per-PCE configuration settings for detecting port scan events on paired
workloads

Interval * 60

A port scan alert will be triggered if the scan threshold count is met
during this interval (in seconds)
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Parame- Description Re- De- Example Value
ter quired fault
Value
Name Modular input display name. Must be Y - mypce_input
unique.
PCE URL The full URL of the lllumio PCE to con- Y - https./my.pce.com:8443

nect to. If a scheme is not provided,
https./is used by default.

If a port is not provided, it is assumed to
be the default for the given scheme (80
for HTTP, 443 for HTTPS).

Organiza- The ID number of the PCE organization Y 1 -
tion ID to connect to.
APl Key The API key ID to use when connecting Y - api_145a5c788e63c30a3
Username to the PCE.
APl Key Se- The API key secret to use when con- Y - -
cret necting to the PCE.
Syslog Port Designates a port on the Splunk server N - 514
(TCP) to receive syslog events from the lllumio
PCE.

There must not be an existing TCP input
for the given port.

Only used for direct forwarding from
the PCE. Syslog events pulled from Am-
azon S3 must be configured separately
using the AWS S3 TA.

Enable TCP Toggles SSL for the created TCP syslog N True -
SSL input. The [SSL] stanza must be config-
ured separately.

Port Scan The interval, in seconds, within which Y 60 -
Interval Port Scan Threshold scanned ports will
trigger an alert.

Port Scan Defines a threshold that will trigger an Y 10 -
Threshold alert when more than the configured
number of ports are scanned within
Port Scan Interval seconds.

Port Scan Comma-separated list of source IP ad- N - 10.0.0.170.0.0.2

Allowed IPs dresses to exempt from port scan alerts.

Quarantine Optional comma-separated list of label N - app:-A-Quaran-

Labels key:value pairs that represent a quaran- tine,env:EQuarantine, loc:L-
tine zone scope in the PCE. Configured Quarantine

labels are applied to selected workloads
when the jllumio_quarantine action is
run.

The labels must exist in the PCE and
any policy that restricts access to the
guarantine zone must be defined sepa-
rately. It must be of the form keyl:val-
uel,...keyN:valueN
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Parame- Description Re- De- Example Value
ter quired fault
Value

Keys and values are case-sensitive.

CA Certifi- Optional path to a custom CA certifi- N - $SPLUNK_HOME/etc/

cate Path cate bundle apps/TA-lllumio/certs/
ca.pem

HTTP Proxy HTTP proxy address. N - http./my.proxy-server.

Address com:8080

HTTPS HTTPS proxy address. N - https./my.proxy-server.

Proxy Ad- com.8443

dress

HTTP Retry Number of times to retry the connec- N 5 -

Count tion to the PCE.

HTTP Retry The total HTTP request timeout for the N 30 -

Interval PCE in seconds.

Interval Input run schedule in seconds or as a Y 1800 30 %

cron expression.

Index Splunk index for the input to write Y default -
events to. (main)

Configure TCP SSL

To configure syslog forwarding encrypted with TLS, both a [tcp-ss/] stanza and an /ss/]
stanza must be configured in $SPLUNK_HOME/etc/apps/TA-11l1umio/local/inputs.conf

The TCP-SSL stanza will be created automatically as described above, but the "[SSL]" stanza
must be created manually. This step only needs to be done once for any number of Illumio
inputs.

When using an existing certificate authority, generate a server certificate for Splunk with the
CN or SAN set to the Splunk instance hostname or IP address.

When using a self-signed certificate, see the How to create and sign your own TLS certifi-
cates. Make sure that the root CA certificate is created with extensions and the ca flag is set
to true (checked by syslog-ng validation).

1. Create the SSL stanza with the following fields:

[SSL]
serverCert = /path/to/my/splunk_server.crt
sslPassword = splunk_server_cert_pass

2. Restart Splunk.
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NOTE

Do not use the Splunk default certificates when configuring SSL.

Configure Syslog Forwarding for On-Prem PCEs

1. In the PCE, open the Settings submenu on the left side of the screen and select Event
Settings.

Click Add to create a new Event Forwarding rule.

Select the event types to forward to Splunk.

Click Add Repository.

Enter a description for the repository and the Splunk hostname/IP and the port value of
the TCP stanza created for the lllumio input. Leave the protocol value as TCP.

If TCP-SSL is configured in Splunk for the target port, set the TLS field to Enabled and
upload a certificate bundle containing the root and any intermediate certificates in the
chain for your CA.

;AW N

o

NOTE

If you are enabling TLS, the address value must match the CN or SAN of
the Splunk server certificate.

7. Select the Verify TLS option to ensure that your certificates and TLS configuration are
valid.
Click Add and select the option for the created repository.
9. Click Save.
A test event will be sent to Splunk to verify the connection.
10 In Splunk, run the following search to make sure that the test event arrived:

®

index=illumio_index sourcetype="illumio:pce" "Testing syslog
connection from PCE"

Configure Syslog Forwarding for Cloud PCEs

1. Reach out to Illlumio Customer Support to configure Syslog event forwarding to AWS S3.

The target bucket can be internal or managed by Illumio.
After the bucket is configured, make sure the Syslog files are being sent.
3. Install the AWS S3 TA from Splunkbase.

g

4. Follow the configuration instructions for Generic S3 inputs in the AWS S3 TA documenta-

tion.
Create two inputs, one for auditable events and one for collector (traffic flow) events.

4

6. In each input, specify a Log File/S3 Key Prefix with the path to either auditable or collec-

tor event logs within the S3 bucket.
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Install the lllumio App for Splunk

NOTE
The Illlumio Add-On is required for the Illumio App for Splunk to work.

Installing the lllumio App for Splunk Using the Splunk Ul

1. In the Splunk Ul, navigate to the Manage Apps page using the Apps drop-down in the
top-left corner or by clicking the gear icon next to Apps on the Splunk homepage.
Click Browse More Apps and search for lllumioAppforSplunk.

Click Install.

Enter your Splunk login credentials when prompted, and then click Agree and Install.
If prompted, restart Splunk.

;A WN

Installing the lllumio App for Splunk Manually

Navigate to the lllumio App for Splunk app in Splunkbase.

Log in using your Splunk credentials.

Click Download.

Read through and accept the EULA and Terms and Conditions, and then click Agree to
Download.

Transfer the downloaded .tgz or .sp/ file to the Splunk server.

Install the app manually:

Using the Splunk binary:

$SPLUNK_HOME/bin/splunk install app /path/to/1l1lumioAppforSplunk.tgz
Or by extracting directly under /apps:

tar zxf /path/to/11lumioAppforSplunk.tgz -C $SPLUNK_HOME/etc/apps/
7. Restart Splunk.

AwnNn =

ow
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Configure the lllumio App for Splunk

Use the procedures in the following topics to configure the lllumio App for Splunk.

Create an Index for lllumio Events

S NOTE
This is an optional step, but it is recommended. If you already created one or
more indexes when you configured the Illumio Technology Add-On for Splunk,
skip this step.

1. Navigate to Settings > Indexes.

2. Click New Index in the top-right corner.

3. Enter an index name and select lllumio App for Splunk from the App drop-down menu.

4. Set the other index parameters based on your expected event volume and retention
policy.

5. Click Save.

S NOTE
Make sure to configure the index based on your organization's compliance
requirements and data retention policies. See Managing Indexers and Clusters
of Indexers.

Update the illumio_get_index Macro

Navigate to Settings > Advanced Search > Search Macros.
Select lllumio App for Splunk from the App drop-down menu.
Click the j/llumio_get_index macro name to open the edit form.
Update the definition to reference one or more indexes, such as
(index="illumio_pcel”™ OR index="illumio_pce2"™).

5. Click Save.

AwN S

Accelerate the lllumio Data Model

This step is optional, but it is recommended. See Data Model Acceleration [207].
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Install the Sankey Diagram App

The Traffic Explorer dashboard renders traffic flows using the Sankey diagram custom visuali-
zation app. The app is required for displaying the panel but it is not required.
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Upgrade the lllumio App for Splunk

Use the installation steps above to upgrade the app using the Splunk Ul or manually by
downloading the app bundle from Splunkbase. Refer to the app’s Splunkbase documentation

for detailed upgrade steps.

S NOTE
The search-time extractions and transforms for version 4.0.0 are incompatible
with data that was indexed by previous versions of the Illumio Technology
Add-On for Splunk. When you are upgrading from an earlier version, see the
version 4.0.0 upgrade steps in the Splunkbase documentation for detailed
instructions.
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About Alerting Actions and the Adaptive Response
Framework

This section describes how Alerting Actions and the Adaptive Response Framework work
with the Illlumio App for Splunk. This section covers where the Splunk App takes action by
invoking update APIs on the Illumio PCE.

There are two types of quarantine provided by Illumio:

* A custom alert action provided for Splunk Enterprise, also called Splunk Core, the base
Splunk product. See Using custom alert actions in the Splunk documentation.

* An adaptive response action provided for Splunk Enterprise Security (ES), which is differ-
ent from the Splunk core product. See Create an adaptive response action in the Splunk
documentation.

The Splunk core already provides standard alert actions such as sending emails, notable
events, and calling a Webhook URL. Modular actions on top of standard alert actions are
nothing but custom alert actions. These custom alert actions let you invoke Python scripts
that use APIs external to Splunk.

The Enterprise Security Suite app provides support for Correlation/Saved Searches with
notable actions. When a Splunk Enterprise Security Correlation/Saved Search (with a notable
event mapped) is executed and gets at least one event in the results, notable events will be
created through a standard notable action. These notable events are visible in the Incident
Review dashboard of the Splunk Enterprise Security App. No other alert action (other than
the notable action) is executed automatically, because none are mapped.

Splunk provides the Adaptive Response Framework in the Enterprise Security Suite by lever-
aging the modular action funcitonality provided in Splunk_SA_CIM.

Using Splunk Enterprise Security's Adaptive Response Framework, Illumio PCE administra-
tions can quarantine workloads managed by PCE directly from Splunk Apps whenever the
events are detected in Splunk, based on data sent by any source of alerts in Enterprise
Security.

There are two ways to invoke actions on the workloads:

* Quarantine workloads using Splunk Core Alert Actions.
* Quarantine workloaads using Splunk Enterprise Security Suite's Adaptive Response Frame-
work.
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Provide Access to the Quarantine Workload Action

By default, users do not have access to the Quarantine Workload action either in the Splunk
app or in Adaptive Response Action.

To enable a Splunk user to take the quarantine actions on workloads, grant the user the
Illumio_quarantine _workload role and the admin role. Only local users can be granted this
role. SAML users cannot, because their roles are constrained by an external system.

1. Click Settings > Access Control.

splunk App: lllumio App for Splunk v @) Messagesv  Sattingsv  Activityv  Help v Find

Security Operations ~ PCEOperations  Workload Operations  Search

. . Searches, reports, and alerts Data inputs
SECUHTy ODEFBIIOHS Data models Forwarding and receiving
Time Range PCE Node Event types Indexes

Last 60 minutes. o |[[an Hide Filters Add Data Tags Report acceleration

Fields summaries

Lookups Virtual indexes
Overall Events Ports Scan Firew: User interface Source types

Alert actions
Advanced search DISTRIBUTED ENVIRONMEN
Waiting for data... Waiting for data. Monitoring Console All configurations Indexer clustering
Forwarder management

SvsTEM Distributed search
Server settings
Server controls

Top Workloads With Top S Instrumentation Access controls
Licensi
Traffic Top Traffic ensng
Blocked Traffic @« | | 10werkioads ]88 Enter Label to filter traffic Blockl . .

2. Click Users.

B Messagesv  Settingsv  Actvityv  Helpv [ Find

Access controls

Specify authentication method, manage user settings, and manage roles.

Actions.

Authentication method

Users Add new

Roles Add new

3. Click the username to which the role needs to be granted.
4. In the Role section of the edit screen, grant the required roles.
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Full name

Email address

Time zone
-- Default System Timezone -

a

Set a time zone for this user.

Default app
¥

Set a default app for this user. Setting this here overrides the default app inherited from the user’s rofe(’s).

Assign to roles

Assign this user to one or more roles. The user will inherit all the settings and capabilities from these roles.

Available roles addall»  Selected roles « clear all
admin © admin
© can_delete O user

© ess_admin
© ess_analyst
© ess_user

|° illumio_guarantine_workload I

© power
© splunk-system-role
user

Set password

Password

Confirm password

5. Click Save.

Quarantine Actions Using Splunk Core Alert Actions

If Splunk Enterprise Security Suite is not installed in your Splunk infrastructure, the lllumio
App for Splunk offers a way to monitor and take action on the events reported by analytics
on lllumio PCE logs.

To achieve this, the lllumio Technical Add-On for Splunk leverages the custom alert action to
guarantine the workload. These actions are available on the drill-down menus from the main
dashboard.

Quarantine Workloads Using Enterprise Security Suite

Splunk provides the Splunk Enterprise Security Suite (ESS), which leverages Splunk’s Adap-
tive Response Framework and allows administrators to monitor and manage threats and
incidents directly from Splunk apps. It has rich dashboards that help monitor incidents and
take actions on these incidents.

Splunk Enterprise Security Suite is extendable by adding a compatible Module App (Adap-
tive Response Add-ons) for a particular domain or technology. The suite detects configu-
rations in these Adaptive Response Add-ons and helps monitor and take actions on the
incidents reported by these Add-ons.
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The Illlumio Technology Add-On for Splunk is an add-on module for Splunk Enterprise Se-
curity Suite. It leverages the Splunk Adaptive Response Framework and empowers system
administrators to monitor and take actions on incidents reported by analytics on lllumio PCE
events or logs from the Splunk Enterprise Security Suite dashboards.

When using the Splunk Enterprise Security Suite (ES), you can install the [llumio Technology
Add-On for Splunk on a single ES Search Head (SH) or on both an ES SH and an associated
ES Search Head Cluster (SHC). This allows the Adaptive Response to be invoked from any
installed location of the Illumio Technology Add-On for Splunk. The Illumio data is stored

on the indexers only, and not on the search head nodes, so the data is not duplicated. If

the llumio Technology Add-On for Splunk is installed on a single ES SH only, the data is
normalized for the associated SHC.

The Incident Review dashboard:

Incident Review

Status Correlation Search Name

— [xa [l | 49,515 of 83,319 events matched Jobv m om

Owner Search Format Timeline~  — Zoom Out 1 hour per column

c
P =]

]

3

2

2

s 50000 Nov3,2017 1200 PM |l 50,000
30,000 Isu.uuu
Security Domain Time | Associations?®
[en e
2017
Tag

\ )
Edit Selected | Edit All 48615 Matching Events | Add Selected to Investigation «prev 1 2 3 4 5 6 T 9 10 nexts
i Time Security Domain Title Urgency Status Owner Actions
> 11/3/17 12:30:11,000 PM Threat Demo Medium New unassigned ~
> 11/3/17 12:30:08.000 PM Threat Demo Medium New unassigned v
> 11/3/17 12:30:08.000 PM Threat Demo Medium New unassigned v
> 11/3/17 12:30:08.000 PM Threat Demo Medium New unassigned ~
> 11/3/17 12:30:08.000 PM Threat Demo Medium New unassigned v
> 11/3/17 12:30:08.000 PM Threat Demo Medium New unassigned v
> 11/3/17 12:30:08.000 PM Threat Demo Medium New unassigned ~
> 11/3/17 12:30:08.000 PM Threat Demo Medium New unassigned v
> 11/3/17 12:30:08.000 PM Threat Demo Medium New unassigned ~
> 11/3/17 12:30:08.000 PM Threat Demo Medium New unassigned v
> ~

11/3/17 12:30:08.000 PM Threat Demo Medium New unassigned

= 4 Noinvestigation is currently loaded. Please create (+) or load an existing one (=).

As a part of the Adaptive Response Framework, Splunk has enhanced this Incident Review
dashboard in the Enterprise Security Suite app, which allows you to take action on notable
events.

To view the notable event details, expand the left arrow for the notable event. To execute
alert actions manually for each of the notable events, click Run Adaptive Response Actions
for the notable event and select the specific Alert Action.
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Adaptive Response Actions

Select actions to run.

+ Add New Response Action v

Category  Allv Search

Stream Capture
Creates stream capture
Category: Information Gathering | Task: create | Subject: network.capture | Vendor: Splunk

F7] Quarantine Workload
L4 Gustom action for marking a workload as quarantine.
Category: Information Gathering | Task: Update | Subject: Workload | Vendor: lllumio

Nbtstat
Runs the nbtstat command
Category: Information Gathering | Task: scan | Subject: device | Vendor: Operating System

(&) Nslookup
Runs the nslookup command
Category: Information Gathering | Task: sean | Subject: device | Vendor: Operating System
Ping
Runs the ping command

Adaptive Response Actions

Select actions to run.

+Add New Response Action v

~ [%] quarantine Workload
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Adaptive Response Actions

(i ] [71"Quarantine Workload" has been dispatched. Check the status of the action in the notable event details.

Select actions to run.

+ Add New Response Action v

When these actions are run, each selected corresponding action is invoked from alert_ac-
tions.conf.

Quarantine Workloads from the lllumio Splunk App

If you have both the admin role and the /llumio_quarantine _workload role, you can quaran-
tine workloads from the Illlumio Splunk app by clicking the Quarantine button, which appears
on the following dashboards:

* Port Scan (on the Security Operations dashboard)
* Firewall Tampering (on the Security Operations dashboard)

If the Quarantine button is grayed out, then you do not have adequate permissions to quar-
antine workloads.
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Uninstall the Splunk Integration Apps

To uninstall one of the Illlumio Splunk integration apps:

Access the filesystem of the Splunk server where the app is installed.
Navigate to $SPLUNK_HOME/etc/apps.

Remove the app folder and its contents.

Restart Splunk.

AWN S
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Troubleshooting Splunk Integration Apps

Use the information in the following topics to troubleshoot your Splunk integration apps.

Illumio Technology Add-On for Splunk

If you encounter a problem with the TA, check the logs in splunkd.log by running the follow-
ing search in the Ul

index=_internal sourcetype=splunkd TA-I11lumio

Or by searching the log directly from the filesystem:

tail -c100000 $SPLUNK HOME/var/log/splunk/splunkd.log | grep -i TA-11lumio
If the lllumio input is not running:

* Make sure that the python.version value for the server and input are set to python3.
e Check that the input interval is not too high.

* Make sure that the input is enabled under Settings > Data Inputs > lllumio.

e Check the Splunk logs for any issues that could cause modular inputs to fail.

* Check that you aren't hitting your Splunk license limits.

e Restart Splunk to force the input to run.

Event Forwarding (On-Premises PCE)

If you see a validation error while configuring Event Forwarding using TLS:

* Make sure that the CA certificate being used contains the entire CA chain, including the
root and any intermediate certificates.

* Check that the PCE can resolve the Splunk server using a tool like nslookup or dig.

* Make sure that the [tcp-ssl] stanza in Splunk is correct and the Splunk server is listening on
the specified port. For example, to check that Splunk is listening on port 514:

sudo Isof -1 -n -P | grep TCP | grep 514

« Verify that the hostname or IP address used for the connection is set as the CN or a SAN in
the Splunk server certificate:

openssl x509 -text -noout -in $SPLUNK_HOME/etc/certs/splunk.pem

e Test the TLS connection from the PCE to Splunk:

openssl s _client -connect my.splunk.com:8443 -CAPath /path/to/ca/certifi-
cates/
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Forwarded Events Do Not Show Up In Splunk

* Make sure that the index value configured for the lllumio input is correct.

* Check that all desired event types are selected in the PCE's Event Forwarding settings.

* Check for errors in the syslog-ng logs in /var/log/messages on the PCE.

« If TLS is enabled for the connection, make sure that the [tcp-ssl] and [SSL] stanzas are
configured correctly in inputs.conf.

* Make sure that the TCP input has sourcetype = illumio:pce.

Data Not in kvstore

If data is not showing up in the illumio_* metadata stores:

* If you are using a distributed Splunk environment, make sure to set replicate = true for all
collections in $SPLUNK_HOME/etc/apps/TA-111umio/local/collections.conf to enable
replication across all indexers.

* Check $SPLUNK_HOME/var/log/splunk/mongodb. log for any start-up or runtime errors
with mongoDB.

e Call the Splunk APl endpoint for the collection to check if objects are being stored.

* Check that the transforms.conf stanza for the collection lookup is configured correctly.

Test the PCE Connection

When an Illlumio modular input is created, the connection to the PCE is validated, and any
connection issues will be presented to the user in the error dialog on the input configuration
page. Check splunkd. log for additional error logs. If you can't determine the cause from the
logs, try the following:

* Use a tool like nslookup or dig from the Splunk server to make sure that the PCE host is
resolvable and that there is no issue with the DNS nameserver.

* Use curl or wget to establish an HTTP connection from the Splunk server to the PCE:
curl -L -U "<api_key>:<api_secret>" "https://my.pce.com:8443/api/v2/
health"

* Make sure that the APl key used for the connection is valid and has read access to policy
objects.

e If you are using internal or self-signed certificates, make sure that Splunk is using the
correct CA chain.

You can also use the illumio_connection_test.py script to validate the PCE connection
from the command line:
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> python $SPLUNK_HOME/etc/apps/TA-I11lumio/bin/illumio_connection_test.py
Enter PCE hostname: my.pce.com

Enter PCE port: 8443

Enter PCE org ID: 1

Username or APl key ID: api_...

Password or APl key secret:

You can also set these values using the following environment variables:

export ILLUMIO_PCE_HOST=my.pce.com
export ILLUMIO_PCE_PORT=8443

export ILLUMIO_PCE_ORG_ID=1

export ILLUMIO_API_KEY_USERNAME=api_. ..

export ILLUMIO_API_KEY_ SECRET=...

The script output should help to narrow down the cause of the connection failure

Troubleshooting the lllumio App for Splunk

Make sure that TA-lllumio is installed and configured. Check that events and metadata are
being received from the PCE.

If the app dashboards are not being populated:

e Check that the /llumio_get_index macro has been set and make sure that it points to the
correct index.

* Make sure that the configured index or indexes contain data within the given time range by
running the following search:

“illumio_get_index™ | stats count by sourcetype

The results should contain one or more sourcetypes with their respective event counts.
e Check if the search time range extends further back than the index retention policy.
* Check that you aren't hitting your Splunk license limits.

If the dashboards or visualizations appear to load incorrectly or behave in expected ways:

* Try to clear the static cache using your Splunk instance's https://my.splunk.com/en-us/
bump endpoint.

If the dashboard visualizations are slow to load or searches are delayed:

e Try reducing the time range of the search.
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* Enable acceleration for the lllumio data model (see Data Model Acceleration [20]).

* Check if searches are lagging or being delayed because of other jobs or processes running
in the background.

* Check if the time range your search is being run in accesses cold buckets in your index. If
your daily volume is high, you may need to increase the maxWarmDBCount in indexes.conf
to delay the roll-over from warm to cold.

* Increase the compute resources allocated to your Splunk instance or cluster.

Troubleshooting Illumio Technology Add-On for Splunk Ver-
sion 4.0.2

Check splunkd.log for the logs for kvstore operations.

©8-09-2024 23:04:54.884 -0700 INFO ExecProcessor [10044 ExecProcessor] - message from "/opt/splunk/bin/python3.7 /opt/splunk/etc/apps/TA-
I1lumio/bin/illumio.py” Downloaded KV store collection successfully: TA-Illumio/illumio_rule_sets

08-09-2024 23:04:54.884 -0700 INFO ExecProcessor [10044 ExecProcessor] - message from "/opt/splunk/bin/python3.7 /opt/splunk/etc/apps/TA-
Illumio/bin/illumio.py” result from downloading collection illumio_rule_sets, is success and source uri is https://127.0.6.1:8089

08-09-2024 23:04:54.897 -0700 INFO ExecProcessor [10044 ExecProcessor] - message from "/opt/splunk/bin/python3.7 /opt/splunk/etc/apps/TA-
Illumio/bin/illumio.py™ Response code from deleting collection illumio_rule_sets is 200

08-09-2024 23:04:54.908 -0700 INFO ExecProcessor [10044 ExecProcessor] - message from "/opt/splunk/bin/python3.7 /opt/splunk/etc/apps/TA-
Illumio/bin/illumio.py” Stats for copy collection illumio_rule_sets is {'app': 'TA-Illumio', 'collection': 'illumio_rule_sets', 'result': 'success',
'download _time': '0:00:00.005949', 'delete time': '0:00:00.024434', 'upload time': '0:00:00.011182', 'download count': 9, 'upload_count': 9}
©8-09-2024 23:04:54.914 -0700 INFO ExecProcessor [10044 ExecProcessor] - message from "/opt/splunk/bin/python3.7 /opt/splunk/etc/apps/TA-
Illumio/bin/illumio.py™ Counted 16 total records and 16 in this loop.

08-09-2024 23:04:54.915 -0700 INFO ExecProcessor [10044 ExecProcessor] - message from "/opt/splunk/bin/python3.7 /opt/splunk/etc/apps/TA-
Illumio/bin/illumio.py” Downloaded KV store collection successfully: TA-Illumio/illumio_rules

08-09-2024 23:04:54.915 -0700 INFO ExecProcessor [10044 ExecProcessor] - message from "/opt/splunk/bin/python3.7 /opt/splunk/etc/apps/TA-
I1lumio/bin/illumio.py™ result from downloading collection illumio_rules, is success and source uri is https://127.0.0.1:8089

08-09-2024 23:04:54.927 -0700 INFO ExecProcessor [10044 ExecProcessor] - message from "/opt/splunk/bin/python3.7 /opt/splunk/etc/apps/TA-
Illumio/bin/illumio.py” Response code from deleting collection illumio_rules is 200

©8-09-2024 23:04:54.942 -0700 INFO ExecProcessor [10044 ExecProcessor] - message from "/opt/splunk/bin/python3.7 /opt/splunk/etc/apps/TA-
Illumio/bin/illumio.py™ Stats for copy collection illumio_rules is {'app’': 'TA-Illumio', ‘collection’: 'illumio_rules', ‘result’: ’'success’,
‘download_time': '0©:00:00.006479', 'delete_time': '©:00:00.027326"', 'upload time': '©:00:00.015444', 'download_count': 16, 'upload_count': 16}

Do the following:

» Create a local copy of all collections defined in TA-lllumio.
* Delete the collections on remote nodes.
* Upload local files to the remote nodes.

If dashboards are not loading as expected and many are empty, on the HF, verify that the
lookups contain data using the following command:

| input lookup illumio_labels_lookup

If the results are empty, then verify that the data inputs that were defined using modular
input and verify that the HF is able to reach the search head using the credentials that you
added in the modular input.

Also verify events coming into Splunk, because sometimes the HF forwards data to the
search head but the search head fails to render any dashboards. The HF contains an option
to keep a copy of the data that is being forwarded. Select the copy to verify that the data
was input.

See splunkd.log to see if uploading or copying kvstore files to the remote nodes is erroring
out.
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08-09-2024 23:04:54.942 -0760 INFO ExecProcessor [10044 ExecProcessor] - message from "/opt/splunk/bin/python3.7 /opt/splunk/etc/apps/TA-
Illumio/bin/illumio.py™ Stats for copy collection illumio_rules is {'app': 'TA-Illumio®, ‘collection’: 'illumio_rules', ‘result': 'success’,
*download time': '©:00:00.006479', 'delete _time': '©:00:00.027326', 'upload _time': '0:00:00.015444', 'download_count': 16, 'upload_count': 16}
The "result" variable denotes if the operation of copying collection to remote node was successful

45



llumio App for Splunk 4.0 and Illumio Technology Add-On for Splunk
Integration Guide

Known Issues and Limitations

The following topics describe known issues for Splunk.

* The PCE Operations dashboard will not be populated for SaaS customers because PCE
system health information is not available.

* Label Group objects are not currently imported by the [llumio TA.

e The lllumio TA only supports TCP for Syslog.

Service Account API Keys

» Service Account keys have a default expiration of 90 days. Make sure to rotate them before
they expire.

* For some versions of the PCE (21.5), some APl endpoints may return a 403 despite the
Service Account key having the necessary permissions. When you see 403 errors in the TA
logs, create a new key or use a User-scoped API key instead.

Illumio Supercluster

* The illumio_* metadata collections set the pce_fqgdn field value to be the domain name
of the PCE referenced in the input configuration. This could lead to these metadata objects
having different pce_fgdn values from the syslog events pushed by individual supercluster
members.

Known Issue in TA-lIllumio 4.0.2 and Above

The following known issue applies to TA-lllumio 4.0.2 and above.

TA-lllumio 4.0.2 Does Not Pull Data from PCEs with Over 25,000 VEN

Splunk TA v4.0.2 and above does not support pulling metadata from PCEs with more than
25,000 VEN:S.

The following error occurred in splunkd.log when trying to ingest metadata from a PCE with
around 27,000 VENSs:

"StateSToreError: "Batch save to KV store failed with code 400. Error
details: Request exceeds APl limits - see limits.conf for details. (Batch
save size=53468786 too large)” "53 MB greater than the default (50 MB) on
max_size per_batch_save mb

This occurs because of the default APl limits on the Splunk side. See the following article:
limits.conf.
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To set custom configurations, create a new file called limits.conf in the $SPLUNK_HOME/etc/
system/local directory. Then add the specific settings that you want to customize to the local
configuration file.

Add the following setting to limits.conf:

[kvstore]
max_size per_batch_save mb = 100

The limits.conf file is located here: "$SPLUNK_HOME/etc/system/local™.

After you have added the setting, restart the lllumio Technology Add-On.
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